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Resumo. Este trabalho apresenta um estudo comparativo de algoritmos para processamento
de imagens digitais visando deteccdo e classificacdo espécies de afideos que tipicamente
impactam a cultura do trigo. A proposta é realizar um estudo comparativo entre classificagcdo
de imagens usando a deteccdo de objetos por meio de algoritmos da familia You Only Look
Once (YOLO), e o emprego de sistemas de classificagcéo por meio de algoritmos PyramidNet.
Com a proposta espera-se contribuir para o desenvolvimento de soluces eficientes que possam
ser embarcadas em conjunto com tecnologias de Agricultura de Preciséo e Internet das Coisas,
a fim de aumentar e melhorar o controle e os ganhos do produtor sobre 0s insumos.
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Introducéo

Com o avanco de tecnologias como a Internet das Coisas (I0T) e 0 processamento de
imagens, surgem novas possibilidades para a agricultura de precisdo, como 0 monitoramento
em tempo real e a deteccdo precoce de problemas nas lavouras. Estudos mostram que a
combinacdo de processamento de imagem com machine learning oferece um potencial
promissor para enfrentar esses desafios na agricultura (Lins et al., 2020) (Cesaro Janior et al.,
2022). Combinando processamento de imagem com técnicas de machine learning e deep
learning ha potencial para o desenvolvimento de diversos projetos que muito contribuem para
a agricultura de precisao (Barbedo, 2018) (Ferentinos, 2018) (Mantovani, 2020)

Banci (2023) e Daniel (2021) fundamentaram e validaram o uso de visao computacional
para 0 acompanhamento e diagnostico de caracteristicas no desenvolvimento de hortas e soja,
respectivamente, além de Coelho et al. (2025) onde foi desenvolvido um sistema para
monitoramento de variaveis para coleta de multiplos dados de extrema importancia ao
desenvolvimento de plantios, assim como a comunicacdo desses dados com uma central.

Esses estudos propdem e desenvolvem solugGes para o monitoramento de fatores
abioticos que afetam do desenvolvimento das lavouras, entretanto, sem abordar fatores bioticos
externos relevantes. Esse estudo visa entdo desenvolver uma aplicagéo a fim de lidar com
fatores bioticos que prejudicam as lavouras, em especial afideos.

Os afideos, também conhecidos como pulgdes, sdo as principais pragas da cultura de
trigo e demais cereais de inverno (Salvadori et al., 2022). Diversas espécies foram identificadas
e algumas delas mereciam atencdo especial por causa da transmissao do virus causal do
nanismo-amarelo (Salvadori et al., 2022). A evidéncia tornou necessario o desenvolvimento de
solugdes de Agricultura de Precisdo (AP) e 10T para lidar com essas pragas.

Como demonstrado por Lins (2020), a implementacdo de visdo computacional na
deteccdo e classificacdo de insetos € eficiente e precisa, porém esse trabalho lida com amostras
em condicOes ideias de laboratorio. Outros trabalhos mostram o uso de armadilhas para atrair
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os afideos para um ambiente controlado e facilitar o processo de identificacdo a partir de
imagens (Lau et al., 2024) (Cesaro Junior et. al, 2022).

Kuchakarian et al. (2024) utilizou a plataforma Roboflow e amostras de campo para
fazer a identificacdo de espécies de afideos. Apesar de a solucdo considerar um ndmero
reduzido de imagens, obteve alta precisdo. Entretanto, a solu¢do proposta por ele depende de
conexd@o Wi-Fi constante, o que pode ndo ser viavel para grande gama de aplicacdes.

Diante da relevancia do tema, nesse trabalho serdo avaliadas diferentes estratégias para
identificacdo de diferentes espécies de pragas na cultura do trigo. Para o estudo foram
consideradas as seguintes pragas, como identificado na Figura 1.

Pulgao-verde-palido (Metopolophium Dirhodum);
Pulgao-verde-dos-cereais (Schizaphis Graminum);
Pulgao-preto-dos-cereais (Sipha Maydis);
Pulgéo-da-espiga (Sitobion Avenae).
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Figura 1 — Espécies de Afideos Consideradas no Estudo

Tendo isso em vista realizar a classificacdo de afideos, foram estudados dois tipos de
algoritmos perceptuais: PyramidNet e YOLO (You Only Look Once) os quais serdo detalhados
a sequir.

Material e Métodos

A pesquisa foi dividida em trés etapas, primeiro a aquisi¢do e tratamento de fotos para
compor o0 banco de dados para treino e avaliacdo das IAs, desenvolvimento dos modelos de
inteligéncia artificial, treino e avaliag&o.



Banco de Dados

As fotos utilizadas foram em parte as mesmas utilizadas em (Kuchkarian et al., 2024) e
outra parte adquiridas na internet. A segmentacéo e formatacdo para a implementacdo do banco
de dados para os modelos YOLO foi feita utilizando a plataforma Roboflow.

A fim de verificar a capacidade de expanséo e generalizagdo dos modelos foram feitos
dois bancos de dados diferentes unicamente pelo numero de fotos que compunham o banco de
dados, com um banco tendo 166 imagens e o0 outro tendo 319 imagens. Considerando a preciséo
superior do modelo com o banco de 319 fotos, a qual serd mostrada em resultados e discussdes,
esse banco também foi testado com suas fotos coloridas (RGB) e exclusivamente cinzas (GR).

Modelos

Como afirmado por Chollet et al. (2021) redes neurais convolucionais (CNN), sdo a
melhor escolha para dados perceptuais e Lins et al. (2020) demonstrou a eficicia desses na
deteccdo e classificacdo de afideos em um ambiente controlado. A fim de verificar a aplicacédo
para o campo foram comparados modelos de Classificagdo de Imagem (PyramidNet) de
Deteccdo de Objetos (YOLO).

PyramidNet é uma abordagem proposta em Han et al. (2017) para implementacdo de
redes neurais convolucionais profundas (DCNNs — Deep Convolutional Neural Networks) em
classificacdo de imagens, modelos desse tipo fazem analises globais das fotos, olhando somente
para o todo ao invés de partes distintas da imagem. As DCNNs sdo pilhas compostas por um
grande nimero de camadas de redes convolucionais e realizam a redu¢do da amostragem ao
longo da dimensdo espacial por meio de agrupamento para separar e analisar caracteristicas
diferentes da imagem. A principal diferenca da familia PyramidNet é que o nimero de canais
aumenta gradualmente, em vez de manter a dimensdo até que uma unidade residual com
reducdo da amostragem apareca. Como resultado possui capacidade de generalizacdo superior
em comparagdo com as redes residuais originais (Han et al., 2017).

A segunda abordagem utiliza algoritmos de deteccao de objetos YOLO (Redmon et al.,
2016) (Ultralytics, 2025), que se difere dos modelos de classificacdo de imagem por fazer uma
analise local das fotos, separando ela em células que sdo analisadas individualmente, tanto de
forma isolada quanto sendo relacionadas com as células vizinhas, assim analisando de forma
independente diversas partes da mesma imagem. A familia de modelos YOLO s&o amplamente
utilizados pela facil implementacéo e alto desempenho em diversas tarefas. Foram testados 0s
modelos YOLOvV8, YOLOv11 e YOLOvV12, todos nas configuragdes nano (n), medium (m),
large (I) e extra large (x), o tamanho altera o nimero maximo e minimo que o0 modelo pode ter,
afetando sua preciséo, tamanho e tempo de inferéncia.

Implementacéo

O PyramidNet foi implementado em Python utilizando a biblioteca PyTorch e os
modelos YOLO foram implementados em Python utilizando a biblioteca prépria da Ultralytics.
Todos os treinos foram realizados no Cluster Drummond do Instituto Maua de Tecnologia
(IMT) utilizando GPU AMD.



Resultados e Discussao

Em todos os testes o banco de dados foi separado em 90% do banco para treino e 10%
para validacéo.

PyramidNet

Os modelos PyramidNet apresentaram desempenho abaixo do ideal com a precisao
méaxima sendo do modelo mais raso, com 128 mapas de caracteristicas, marcando cerca de 41%
de preciséo, como mostrado na Figura 2.

Figura 2 - Precisdo PyramidNet
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A baixa preciséo se da pela natureza do modelo de classificacdo de imagem, que analisa
a imagem de uma forma global, na Figura 3 (a) é mostrado um grupo de pulgdes e na Figura 3
(b) um pulgdo da mesma espécie, porém isolado. O modelo de classificacdo ndo é capaz de
identificar que em ambas as fotos contém a mesma espécie de pulgdo, simplesmente pela
presenca de um aglomerado de pulgdes.

Figura 3 — Imagens da Espécie Sitobion Avenae

(@) Afideos agrupados (b)  Afideo isolado




YOLO

No primeiro teste foi comparado o desempenho do modelo YOLO com um banco de
dado menor contra um banco expandido, esse teste foi usado o modelo v12, com fotos coloridas,
sem pesos pré treinados, no tamanho extra large (x). O modelo com o menor banco de dados
teve como precisdo maxima 39,01% na porcdo para validacdo, enquanto o modelo com o maior
banco de dados teve precisdo maxima de 55,87%. Esse resultado j& implica que o aumento do
banco de dados traz beneficios para 0 modelo, contanto que a expansao do banco de dados conte
com imagens semelhantes as ja existentes e, para o caso de imagens diferentes que imagens o
suficiente sejam providenciadas para 0 modelo conseguir aprender os novos padres, como
consequéncia aumentar a competéncia do modelo girara em torno de expandir o banco de dados.
Dado os resultados acima os testes seguintes foram realizados com o banco expandido.

Em seguida foi comparado a precisdo do modelo v12 nos tamanhos nano (n), medium
(m), large (1), extra large (x), sem pesos pré treinados, em relacdo a bancos de dados cinza (GR)
e colorido (RGB), a fim de determinar se as cores na imagem séo realmente importantes para a
classificacao dos afideos, como ilustrado na Figura 4.

Figura 4 - Precisdo GR versus RGB

Precisao PyramidNet

0.5 1

0.4 4

0.3 1

Precisdo(%)

0.2 1

0.14

0.0 -

GRn  RGBn GRm RGBm GRI RGBI GRx RGBx
Modelo

Nota-se que, salvo os modelos no tamanho m, os modelos com imagens coloridas tem
melhor desempenho em relagdo a sua contraparte em cinza, sendo a maior precisdo de 55,86%
do modelo RGBx e menor precisdo de 48,56% do modelo GRI, valido também notar a alta
precisdo do modelo RGBI com 55,30% de acerto, que apesar de ser um modelo menor e
teoricamente menos preciso teve resultado similar a sua versao extra large. Observou-se assim
que as cores sdo nas imagens sdo elementos importantes para determinagédo das pragas

Foi realizado também o mesmo conjunto de teste, porém utilizando pesos pré-treinados
(pt), que sdo parametros pré-determinados para a estrutura do modelo providos pela prépria
Ultralytics, como mostrado na Figura 5.



Figura 5 - Modelos com pesos Pré Treinados
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Nessa instancia todos os modelos com imagem colorida superaram suas contrapartes em
cinza, sendo a precisdo maxima de 66,41% do modelo RGBI, e pior precisdo do modelo GRx
com 59,25% de acerto. Dado que todos os modelos com pesos pré treinados tiveram
desempenho superior aos modelos com pesos de inicializacdo aleatdria e praticamente todos 0s
modelos com fotos RGB superaram os bancos GR, foi realizado mais um conjunto de testes
utilizando fotos RGB com aumento de dados, indicado por “+”, 0 aumento de dados recria 0
banco de dados original com mudangas determinadas antes do treino, aumentando o banco de
tal forma que a precisdo final do modelo aumente. Para o aumento de dados foram utilizados

espelhamento horizontal e vertical, rotacdo entre -15° e +15° e cisalhamento vertical e
horizontal entre -15° e +15° (Figura 6).

Figura 6 - Modelos com aumento de dados
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Salvo os modelos n, todos os modelos com aumento de dados tiveram desempenho
superior em relacdo aos modelos sem esse tratamento de dados, sendo a precisdo maxima de
67,37% do modelo RGBx+ e pior desempenho do modelo RGBn+ com 64,23% de preciséo.

Conclui-se entdo que a melhor configuracdo para os dados, sdo fotos coloridas com aumento
de dados.



Como teste final para familia de modelos YOLO, foi feito a comparagéo entre modelos
v8 e v11, todos com fotos RGB, pesos pré treinados e aumento de dados (Figura 7).

Figura 7 - Precisdo modelos v8 e v11
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O modelo v11 superou 0 modelo v8 em todas as instancias salvo no modelo m, a
precisdo maxima foi do modelo I+v11 com 71,69% de precisdo, superando todos os testes do
modelo v12, sendo assim o modelo mais preciso para a detec¢do de pragas € o modelo
YOLOvV11 (large), treinados com pesos pré treinados e com aumento de dados.

Conclusodes

Conclui-se entdo que modelos de classificacdo de imagem néo tem a capacidade de
detectar de forma eficiente as pragas avaliadas, de qualquer tipo, nas lavouras de trigo. Além
disso 0 modelo YOLO, em especial o modelo YOLOv11 large, € o modelo mais indicado para
analise embarcada das lavouras em campo, tanto pela sua precisdo quanto tempo de inferéncia
por imagem, e dada ainda a facilidade de expansdo do modelo com nova imagens sem
apresentar um relativo grau de dificuldade de acesso e implementagdo. Assim, recomenda-se
para trabalhos futuros o desenvolvimento de uma solucéo que considere esses fatores em suas
previsoes.
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