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Resumo. Este artigo apresenta o estudo do posicionamento de end-effectors em ambientes reais para
a execucao de movimentos com robds antropomarficos, utilizando técnicas de Realidade Aumentada
(RA) aplicadas a Industria 4.0. O objetivo do estudo foi comparar o desempenho de dois dispositivos
de RA, o headset Meta Quest 3 e 0 HoloLens 2, por meio das técnicas de Image Detection e Object
Tracking. A pesquisa buscou avaliar a precisao, responsividade e aplicabilidade dessas abordagens
em cenarios industriais simulados. Os resultados evidenciam tanto a funcionalidade quanto as
limitacbes de cada técnica, demonstrando o éxito no posicionamento de objetos virtuais e a
viabilidade de aplicac@o em sistemas roboéticos. Conclui-se que o uso da Realidade Aumentada pode
contribuir significativamente para a melhoria do desempenho, precisdo e reducdo de custos em
processos industriais baseados em robdtica.

Introducao

A necessidade de inovacdo constante e aprimoramento tecnoldgico é fundamental para que as
indUstrias se mantenham competitivas e sustentaveis em um mercado globalizado e dindmico. Neste
contexto, tecnologias imersivas como Realidade Virtual (RV), Realidade Aumentada (RA) e
Realidade Misturada (RM) representam um pilar estratégico da Industria 4.0, permitindo a otimizacao
de fluxos produtivos, a reducdo de erros humanos, a diminuicdo de custos operacionais e 0 aumento
da produtividade e da qualidade. Mais do que uma ferramenta técnica, a RA transforma a relacdo
entre operadores, maquinas e dados, tornando 0s processos mais interativos, inteligentes e adaptaveis
as necessidades da producdo. Seus beneficios se estendem desde o planejamento e monitoramento de
tarefas até a execucdo de operacdes complexas, reforcando sua aplicabilidade em diversos setores
industriais (MENDEZ e VELAZQUEZ, 2024). A Figura 1 apresenta uma sintese dos principais
ganhos observados com a adocdo da RA nesses ambientes.

Figura 1 - Beneficios da Realidade Aumentada Para a IndUstria
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Ainda que pertencam a um agrupamento de tecnologias imersivas, as utilidades, e
caracteristicas de RA, RV e RM visuais possuem diferengas que podem ser compreendidas como: a
RV substitui completamente a percepcdo sensorial do usuario por um ambiente digital imersivo,
enquanto a RA combina o mundo fisico e elementos virtuais, mantendo a percepcao do ambiente real
e adicionando informacdes digitais sobre ele. JA a RM se posiciona entre essas duas abordagens e
permite a interagcdo dinamica entre objetos reais e virtuais, criando situacdes em que elementos
digitais podem ser manipulados, ocultados ou influenciados pelo ambiente fisico. Essas trés
tecnologias formam o espectro da realidade estendida e sdo aplicadas para simulagdo, analise e
operacdo em cenarios complexos, como comissionamento industrial, treinamento e manufatura,
ampliando as possibilidades de controle, visualizacdo e precisdo nas tarefas (MILGRAM,
TAKEMURA, et al., 1995) (FLAVIAN, IBANEZ-SANCHEZ e ORUS, 2019) (MUJUMDAR,
2022).

Um outro aspecto do ambiente industrial estd relacionado com a interacdo humano-robd
(HRI), fundamento essencial para garantir seguranga, previsibilidade e eficiéncia operacional. A
confianca dos operadores no sistema robético é determinante para sua aceitacdo e colaboracéo.
Estudos indicam que o antropomorfismo, semelhanga estrutural e comportamental do rob6 com o
corpo humano, fortalece essa confianca. Dessa forma, robds antropomorficos, por apresentarem
movimentos e proporgdes similares aos humanos, promovem interagdes mais intuitivas, seguras e
eficientes em ambientes industriais (SCHREITER, MORILLO-MENDEZ, et al., 2022).

Diversas pesquisas recentes ttm demonstrado o potencial da realidade aumentada aplicada ao
posicionamento e controle de objetos virtuais em ambientes industriais. Um dos trabalhos mais
representativos é o de Ostanin, et al. (2020), no qual os autores analisaram o uso do headset HoloLens
2 como dispositivo exclusivo de realidade aumentada. O estudo evidenciou que o HoloLens 2
apresenta alta confiabilidade e precisdo no registro espacial entre objetos reais e virtuais, permitindo
escalonamento adequado do ambiente digital sobre o fisico. Os autores destacam a estabilidade do
rastreamento e a resposta robusta mesmo em cendrios dindmicos, reforgando a viabilidade da
tecnologia para aplicacGes industriais.

Outro trabalho de relevancia é o de Dogangun, Bahar et al. (2024) que investigaram a
realidade mista por meio do Meta Quest 3 para programacdo de robds industriais por demonstracéo.
O estudo apresentou o sistema RAMPA, que integra RA, XR e técnicas de aprendizado de maquina,
possibilitando que o operador programe um robd manipulador manipulando diretamente objetos
virtuais sobrepostos ao ambiente real. Os autores destacaram que o método reduz o tempo de
programacao e torna o processo mais intuitivo, possibilitando que operadores com menor experiéncia
técnica realizem tarefas complexas de maneira eficiente.

Por fim, um terceiro grupo de estudos analisa métodos de rastreamento e posicionamento
visual baseados em imagens-alvo e reconhecimento espacial. Ahmadyan, Hou et al. (2020) propdem
um sistema de object tracking tridimensional capaz de rastrear objetos mdveis com seis graus de
liberdade e sem calibracéo prévia. Essa abordagem mostrou-se eficiente para aplicacdes dinamicas,
permitindo ancoragem precisa entre modelos virtuais e objetos fisicos durante a execugdo de
movimentos. Resultados semelhantes foram reportados por Shott, Heinrich et al. (2022), que
avaliaram um sistema baseado em multiplos image targets e registraram um desvio médio inferior a
dois centimetros em 385 posicOes diferentes, reforcando o potencial da técnica para manufatura e
treinamento robotizado.

Em conjunto, estes trabalhos demonstram que o uso de realidade aumentada e realidade mista,
aliado a técnicas avangadas de rastreamento espacial, permite a criagdo de sistemas industriais mais
flexiveis, seguros e intuitivos. As evidéncias reforcam que a evolucdo dos headsets e algoritmos de
rastreamento tem ampliado significativamente a precisao e a estabilidade do posicionamento virtual,
tornando essas tecnologias cada vez mais adequadas ao comissionamento, programacao e operacao
de rob6s antropomdrficos em ambientes fabris.

Desta forma, o objetivo deste trabalho €, em continuidade a pesquisa de Morales e Arjoni
(2024), analisar o comportamento do posicionamento de um end-effector virtual instanciado por RA
no orgao terminal de um robd antropomorfico. Para isso, foram comparados dois dispositivos de RA



e RM: o HoloLens 2 da Microsoft e 0 Meta Quest 3 da Meta, que apresentam arquiteturas e modos
de operacdo distintos. Foram aplicadas duas técnicas de ancoragem e rastreamento de objetos virtuais,
Image Target e Object Tracking, de modo a avaliar diferencas de estabilidade, responsividade e
precisdo no alinhamento espacial entre 0 modelo virtual e o0 manipulador fisico. A comparacéo dos
resultados permitira identificar beneficios e limitacbes de cada dispositivo e cada técnica, para
aplicagdes industriais envolvendo posicionamento virtual de end-effectors e comissionamento de
celulas robaticas.

Material e Métodos

Nesta secdo sdo abordados 0s equipamentos e sistemas necessarios para efetuar o estudo de
técnicas de posicionamento RA, bem como os procedimentos e implementagdes destas técnicas.

Inicialmente, como base do estudo, utilizou-se um ambiente fisico controlado, baseado em um
robd da série Yaskawa MHFJ (Figura 2), fabricado pela Yaskawa Electric Corporation. Esse modelo
possui seis graus de liberdade, caracteristica tipica de manipuladores antropomarficos, o que lhe
confere ampla capacidade de movimentacdo em posicao e orientagdo. O manipulador serviu como
base para a movimentacdo dos objetos virtuais, que deverdo acompanhar com precisdo seus
deslocamentos fisicos. Nesse caso, a garra original do robd foi removida e posteriormente modelada
em ferramentas de design tridimensional, sendo utilizada como objeto virtual a ser visualizado por
meio da RA.

Figura 2 — Robd Antropomorfico Utilizado no Estudo

Fonte: Autoria Propria

O uso de RA e RM pode ser executado através de diversos dispositivos com diferentes graus
de complexidade que véo desde smartphones até sistemas oculares como Hololens 2 e Meta Quest 3,
considerando que o ambiente industrial possui a necessidade de liberdade para o manuseio de
ferramentas e outros dispositivos, optou-se pela utilizacdo de um sistema ocular, eliminando a
necessidade de o operador segurar equipamentos durante a execucdo das tarefas.

Entre as diversas opcOes disponiveis no mercado, destaca-se o HoloLens 2, da Microsoft
(Figura 3), um dos dispositivos mais avancados e amplamente utilizados em pesquisas voltadas a
Realidade Aumentada (MICROSOFT, 2024) (MICROSOFT, 2024b). Projetado para ser um
equipamento de RA autdnomo e sem fio, que proporciona experiéncias integrando o mundo fisico e
digital de forma natural e equipado com sensores avancados, incluindo cameras de profundidade e
rastreamento ocular, o HoloLens 2 apresenta alto desempenho em rastreabilidade, precisdo e
interacdo em tempo real. Estudos citados anteriormente, como os de Morales e Arjoni (2024), ja
demonstraram sua eficacia e aplicabilidade em técnicas de posicionamento e ancoragem de objetos



virtuais, reforcando sua adequacao para o presente estudo. Em ambientes industriais, o dispositivo é
amplamente utilizado para visualizacdo de dados em tempo real, treinamento remoto e assisténcia
técnica, aumentando a produtividade e precisdo das operacdes, 0 que viabilizou a aplicacdo de
técnicas como o método de Image Targets estudado neste trabalho (OSTANIN, MIKHEL, et al.,
2020) (MUQEET, JAVED, et al., 2022).

Figura 3 — Microsoft HoloLens 2

Fonte: Autoria Propria

Como complemento, considerando a limitagdo do HoloLens 2 em oferecer dispositivos
rastreaveis integrados, como controles, optou-se também pela utilizacdo do éculos Meta Quest 3
(Figura 4), um headset de Realidade Virtual (RV) e Realidade Mista (RM) que combina a imerséo
completa de ambientes virtuais com a sobreposicao de elementos digitais no mundo real. Trata-se de
um dispositivo autdbnomo, que dispensa conexao com PCs ou consoles, oferecendo maior mobilidade
e praticidade ao usuario (META, 2025).

Figura 4— Oculos de realidade mista Meta Quest 3
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Fonte: Autoria Propria

O Meta Quest 3 possui dois controles, denominados Touch Plus e suporte a hand tracking,
permitindo o reconhecimento preciso dos movimentos das méos. Para este estudo, foram utilizados
os controles fisicos, que oferecem maior estabilidade e precisdo nas interacdes e no rastreamento de
movimentos, ja que sua posi¢do pode ser captada por meio de ancoras, viabilizando a implementagéo
do método Object Tracking. Essa combinacdo de recursos torna o Meta Quest 3 uma plataforma
versatil e acessivel para aplicagcGes em realidade aumentada e mista, especialmente em cenarios que
exigem controle espacial preciso, além de ser mais intuitivo e de facil utilizagdo quando comparado
ao HoloLens 2.

Dessa forma, o estudo envolve dois tipos de headsets e dois métodos de virtualizagdo. Em
vista de trabalhos anteriores, optou-se pela aplicagdo e estudo de duas técnicas, Image Targets e
Object Tracking, sendo que, no caso dos Image Targets, algumas solucdes de evolucdo serdo
propostas como os Multiple Image Targets. Ainda assim, o Hololens 2 ndo permite a aplicacdo efetiva
e precisa de um Object Tracking, que, dessa forma, serd estudado apenas no Meta Quest 3. O
desenvolvimento destas técnicas seré explicado a seguir.



Image Target

Um Image Target em realidade aumentada consiste na utilizagdo de uma imagem fisica como
elemento de referéncia para estimativa de pose e ancoragem de hologramas no espaco tridimensional.
Quando o marcador ¢ identificado pela cAmera do dispositivo, algoritmos de visdo computacional
realizam a extracdo de caracteristicas, correspondéncia de pontos e calculo de matriz de homografia,
permitindo determinar posicao e orientagdo do objeto virtual sobre o plano da imagem. A eficacia do
método depende diretamente da qualidade visual do marcador, considerando contraste, variacdo de
textura e auséncia de padrdes repetitivos, conforme diretrizes descritas na documentagdo do Vuforia
Engine, amplamente utilizada em sistemas comerciais de rastreamento por imagem (VUFORIA,
2024).

No caso do Meta Quest 3, ndo ha suporte nativo ao VVuforia Engine ou AR Foundation, o que
demanda acesso direto ao fluxo de imagem da cadmera. Para isso, emprega-se a biblioteca Unity
Passthrough Camera APl Samples, disponibilizada pela Meta, a qual fornece acesso ao feed da
camera via WebCamTexture e & APl Camera2 do Android. Essa solucéo inclui classes auxiliares
como WebCamTextureManager para inicializacgdio de captura e  permissdes e
PassthroughCameraUltils para obtencdo de metadados e conversdo de coordenadas bidimensionais
para tridimensionais. O repositdrio disponibiliza exemplos de captura, ajuste de brilho, deteccéo via
Unity Sentis e geracdo de efeitos visuais baseados em shaders, possibilitando aplicacdo préatica de
reconhecimento de marcadores visuais em ambiente Unity (OCULUS SAMPLES, 2025).

A etapa de reconhecimento do marcador e instanciacdo do modelo virtual foi desenvolvida no
Visual Studio 2019, onde scripts de deteccao foram implementados para mapear 0 marcador ao objeto
virtual, permitindo ajustes de transformacdo espacial por meio de offsets. Na Unity versédo
6000.0.38f1, o script foi associado a um GameObject vazio responsavel pela hierarquia do modelo
3D, garantindo sua renderizacao sincronizada ao plano da imagem detectada. Ap6s a compilacdo do
projeto para a plataforma Android, o aplicativo resultante foi transferido para o Meta Quest 3 e
executado no ambiente VR Station. O resultado operacional demonstra o rastreamento continuo do
marcador e a persisténcia espacial do objeto (garra branca) virtual durante movimentagdes do headset,
como ilustrado na Figura 5.

Figura 5 — Funcionamento do Image Ta
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Ja no HoloLens 2, utiliza-se o Vuforia Engine para a criagdo dos Image Targets, de forma
semelhante ao procedimento aplicado no Meta Quest 3, porém com diferencas significativas na
implementacdo e na capacidade de rastreamento. A principal vantagem do HoloLens 2 é seu raio de
acdo ampliado, que permite o uso de multiplas imagens conectadas: quando uma deixa de ser
reconhecida, o sistema identifica automaticamente a proxima, garantindo continuidade no



rastreamento e visualizacdo sob multiplos angulos. Esta técnica pode ser referida como Multiple
Image Targets.

Para configurar o sistema, cria-se uma licenga no portal da VVuforia, importa-se o asset Vuforia
Engine para o Unity 6000.0.38f1 e insere-se a chave de licenca nas configuragfes do projeto. Em
seguida, adiciona-se a cena 0 MRTK XR Rig (Mixed Reality Toolkit), dentro do qual séo inseridos
os Image Targets como objetos filhos. Cada marcador deve possuir dimensdes de 12cm x 12cm e
apresentar alto contraste, riqueza de detalhes e baixa repeticdo de padrbes, conforme as
recomendagdes da documentacéo oficial da Vuforia (VUFORIA, 2024), garantindo maior preciséo e
estabilidade no rastreamento. Apds essa etapa, 0 objeto virtual é instanciado sobre cada marcador e
posicionado com os offsets necessarios para o alinhamento espacial adequado.

Para execucao, realizou-se a compilacéo da aplicacéo, configurando a plataforma como Local
Machine e arquitetura ARM64. O projeto é entdo aberto no Visual Studio 2019, com as mesmas
configurac@es, gerando um arquivo .appx, posteriormente transferido para o HoloLens 2 por meio do
Windows Device Portal (MICROSOFT, 2024). A Figura 6 ilustra os Targets e o funcionamento da
técnica, apresentando uma sequéncia de imagens que mostram o rastreamento de um Image Target
simples (parte superior) e de um Multiple Image Target (parte inferior), destacando a evolucdo do
sistema em termos de estabilidade e amplitude de visualizacao.

Figura 6 — Funcionamento do Image Target no HoloLens 2
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Obiject Tracking

O Object Tracking, é uma técnica utilizada para ancorar e manter um objeto virtual sobre um
objeto real em movimento no espaco, garantindo que o modelo digital acompanhe com precisdo o
deslocamento fisico. Uma vez estabelecida a ancoragem, o objeto virtual move-se de forma
sincronizada com o real, preservando estabilidade, fidelidade espacial e coeréncia visual. Além disso,
0 método permite ajustes finos de posicionamento, assegurando alta acuracia no alinhamento entre
os mundos real e virtual. Este método foi implementado exclusivamente no Meta Quest 3, uma vez
que o dispositivo conta com controles equipados com ancoras espaciais nativas, capazes de fornecer
rastreamento tridimensional preciso requisito essencial para a aplicacdo do Object Tracking.

Para o desenvolvimento, foi utilizada a Unity 6000.0.38f1. Apds a criagcdo do projeto,
realizou-se o download e a integracdo do Meta XR Core SDK 77.0.0, que fornece as ferramentas
necessarias para o uso das funcionalidades avangadas do ecossistema Meta XR. Na cena, foram
empregados dois componentes principais: o Camera Rig, responsavel pela renderizagdo e pelo
gerenciamento das ancoras espaciais dos controles, e o Passthrough, recurso que permite a transicéo



do modo de Realidade Virtual (VR) para Realidade Aumentada (AR), exibindo o ambiente real em
tempo real por meio do Meta Quest Link (META, 2025b).

O objeto virtual foi instanciado como filho da ancora do controle, garantindo que seu
movimento acompanhasse diretamente a posicao e orientagdo do objeto fisico rastreado. A Figura 7
ilustra o funcionamento do método com uma sequéncia de imagens do movimento, apresentando a
garra virtual ancorada a ponta do robd antropomdrfico, acompanhando em tempo real seus
movimentos com precisao espacial.

Fonte: Autoria rc’)pria
Resultados e Discussao

A partir da aplicacdo das técnicas em ambos os dispositivos, foi possivel analisar e comparar
os resultados experimentais com as expectativas tedricas, considerando os seguintes critérios: fluidez
do movimento, dependéncia do posicionamento do observador, dificuldade de implementacéo,
precisdo no posicionamento do objeto virtual e amplitude do angulo de acdo da técnica. Estes critérios
foram observados atraves da anélise do movimento de todas as juntas do robd antropomorfico.

O primeiro estudo realizado foi o Object Tracking, utilizando o Meta Quest 3. Por ser um
dispositivo mais intuitivo e acessivel, com ferramentas nativas para rastreamento espacial, 0 processo
de implementacdo foi o mais rapido e direto. O proprio Asset oficial da Meta ja disponibiliza os
recursos necessarios para o reconhecimento das ancoras dos controles, permitindo uma configuracao
agil e estavel do sistema.

Durante os testes, observou-se uma visualizacdo fluida e precisa da garra virtual, que
acompanhava fielmente os movimentos da ancora do controle, porém em altas velocidade apresentava
um pequeno delay. Um diferencial relevante foi a possibilidade de ajustar a posi¢édo do objeto virtual
em tempo real, gragas a integracdo do Meta Quest Link com a Unity, facilitando calibragdes e testes
interativos durante a execucao.

Outro ponto de destaque foi a independéncia em relacdo ao posicionamento do observador.
Diferentemente do método de Image Target, o Object Tracking ndo exige que o usuario mantenha o
foco visual em uma imagem de referéncia, permitindo liberdade de movimento e observagdo sob
qualquer angulo. Entretanto, esse método também apresentou como limitacédo a auséncia de oclusédo



realista, ou seja, quando o controle ficava atras de algum objeto fisico, o sistema continuava exibindo
a garra virtual, como na Figura 8, onde a garra se sobrepde ao 6rgao terminal, mesmo que, na pratica,
ela devesse estar escondida. Esse efeito, conhecido como ocluséo, pode ser corrigido por meio da
implementagdo do bloco “Occlusion”, disponivel no SDK da Meta, recurso que ndo pode ser
integrado nesta etapa, por limitacdo de tempo.

Figura 8- Problema da oclusao

Fonte: Autoria Propria

Ainda dentro do escopo do Meta Quest 3, foi desenvolvido o Image Target, técnica que
apresentou maior complexidade técnica em comparagdo ao Object Tracking, pois exigiu a criacdo e
configuracdo de scripts diretamente na Unity, demandando um nivel mais avangado de conhecimento
e precisdo na calibrag&o.

A analise seguiu 0s mesmos critérios de avaliacdo anteriores, considerando fluidez,
dependéncia do observador, dificuldade de implementacdo, precisdo de posicionamento e angulo de
acdo. Observou-se que o objeto virtual acompanhava adequadamente o movimento da imagem-alvo,
mantendo boa coeréncia espacial. Contudo, a técnica apresentou laténcia perceptivel e movimentos
menos fluidos, especialmente em velocidades elevadas, resultando em certo delay na atualizacdo da
posicao.

Um ponto critico identificado foi a forte dependéncia para com o angulo de observacao.
Quando o marcador se afastava do campo de visdo ou atingia seu angulo critico (), o objeto virtual
deixava de ser exibido (Figura 9). No experimento, foram medidos angulos criticos de
aproximadamente 22° no eixo X e 3° no eixo Y, valores insatisfatérios que inviabilizaram a aplicagdo
do método Multiple Image Target para o Meta Quest 3

Figura 9 - Angulo de acio do Image Target
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Fonte: Autoria Propria
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Além disso, o ajuste do offset mostrou-se um processo lento e trabalhoso, ja que cada
modificacdo exigia novo build e transferéncia para o headset, tornando a calibragdo pouco agil. A
estabilidade limitada também dificultou o alinhamento preciso da garra virtual sobre a imagem fisica,
comprometendo parcialmente a acuracia esperada. Outro problema identificado foi o ndo
acompanhamento do objeto virtual pela rotacdo da imagem real, que permanecia fixo em sua
orientacdo inicial. Essa limitagdo reduz a precisdo do Image Target em aplicacbes que exigem
rastreamento rotacional fiel.



Ja no HoloLens 2, um dispositivo mais robusto e tecnicamente avancado, projetado para
aplicagdes profissionais de RA, o método aplicado de Image Targets apresentou posicionamento
preciso e coerente, com laténcia significativamente menor em comparacdo ao Meta Quest 3,
resultando em um movimento virtual mais fluido e natural.

Apesar disso, 0 HoloLens 2 ainda compartilna a mesma limitacao estrutural do método de
Image Target, isto é, a dependéncia da visibilidade do marcador. Entretanto, neste dispositivo, o
angulo critico de rastreamento pode ser substancialmente ampliado, atingindo valores proximos de
90° em ambos 0s eixos, 0 que viabilizou a implementagdo do método Multiple Image Targets. Essa
melhoria permitiu a visualizacdo continua do objeto virtual sob diferentes angulos, perdendo o
rastreamento apenas quando todas as imagens de referéncia estavam completamente encobertas,
como ocorre quando o rob0 se encontra alinhado a cdmera. Entretanto, essa técnica permite a rotacao
sincronizada do objeto virtual com a imagem real, solucionando uma das limitaces observadas na
implementacao realizada no Meta Quest.

A principal limitacdo observada no HoloLens 2 esteve relacionada & complexidade da
implementacao técnica, que exige uma configuracdo detalhada e minuciosa de componentes e
parametros na Unity e no sistema Vuforia, demandando tempo e precisdo para garantir o correto
funcionamento.

Por fim, para consolidar e comparar os resultados obtidos, foi elaborada uma tabela de anélise
de desempenho entre as técnicas estudadas. A Tabela 1 apresenta uma visdo comparativa entre as
aplicagdes das técnicas de Image Target no HoloLens 2 e no Meta Quest 3, bem como do Object
Tracking, destacando suas principais vantagens e limitacGes.

Tabela 1 - Anélise das competéncias das técnicas de posicionamento virtual

Image Target Image Target . .
(Meta Quest 3) (HoloLens 2) Object Tracking
_P_remsao no  Adequada, com dificuldade Adequada, facil ajuste Adequada, facil ajuste
Posicionamento no ajuste
Fluidez do Movimento Fluido Alta Laténcia Fluido

Dependéncia da Posicdo Alta Alta Baixa
A ~ Horizontal: = 22° = 82,5° emambos 0s x .
Angulo de Acéo Vertical: = 3° . Né&o se aplica

Dificuldade de - S Dificil, necessita codigo e Fécil, sistemas de facil uso
~ Média, necessita cédigo . ~ . .

Implementacéo configuracOes dos éculos no Unity

Fonte: Autoria Propria
Conclusodes

Todos os métodos analisados demonstraram ser capazes de posicionar e movimentar objetos
virtuais sobre elementos fisicos reais, cada um com caracteristicas especificas que influenciam
diretamente seu desempenho. Os resultados obtidos indicam que o estudo é viavel para aplicacdo em
ambientes fabris, apresentando potencial para melhorar a produtividade, a visualizagdo prévia de
processos e a interacdo entre operador e sistema.

Entre as técnicas avaliadas, o Object Tracking destacou-se por ndo depender da posi¢do do
observador e por oferecer maior facilidade de implementacdo e ajuste, conforme evidenciado na
Tabela 1. Quanto aos dispositivos, observou-se que o HoloLens 2, ao aplicar a técnica de Image
Target, apresentou melhor desempenho, com maior angulo de visualizagdo e menor laténcia. Trata-
se de um equipamento mais robusto e otimizado para realidade aumentada pura, 0 que o torna uma
opcao superior para aplicagfes industriais.

Como proposta para trabalhos futuros, sugere-se a integracdo de Sensores Inerciais para gerar
sistemas de referéncias compativeis com o HoloLens 2, possibilitando a implementacao da técnica
de Object Tracking. Além disso, recomenda-se o desenvolvimento de um sistema de oclusédo, de
modo a aumentar o realismo e a precisdo na sobreposi¢do entre os objetos virtuais e 0 ambiente fisico.
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